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CLUSTER ANALYSIS APPLICATION IN THE EVALUATION OF THE
FOREIGN ECONOMIC POTENTIAL OF UKRAINE'S REGIONS

To analyze the market situation and to determine the demand for services
provided by freight customs complexes in the regions of Ukraine, it is proposed
the application of statistical data analysis methods for a comprehensive regional
foreign economic potential assessment. The observation objects were twenty-four
regions of Ukraine and the city of Kyiv in the period from 2015 to 2018. A num-
ber of indicators reflecting the level of their development were used as regional
foreign economic potential assessment factors. As a research tool, such statistical
analysis methods as hierarchical cluster analysis techniques and the k-means
method in Statistica, the suite of analytics software products, are used. Following
the classification results, the regions of Ukraine are divided into five homogene-
ous clusters based on which it is possible to develop a system of differentiated
measures for each cluster of regions with the high, average, and low levels of for-
eign economic activity development.

Keywords: foreign economic potential of regions, cluster analysis, statis-
tics, export; import.

C yeavlo anaiusa cyu;ecmeymweﬁ cumyayuu Ha pblHKe U OYEeHKU cnpoca Ha
yciayeu epy306sblx mamMONCERHBIX KOMNIEKCOB8 NO pecuOHam praqul npedﬂoofceHo
NpuUMeHerue Memooo8 CMmAamuCmu4eckKo20 aHaau3a OAHHbIX OJIi KOMNIEKCHOU
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OYEHKU BHEUHEIKOHOMUYECK020 nomeHnyuana pecuonos. Obvexmamu Haba0Oe-
HUSL AGNANUCL 08adyamsb yemvlpe ooracmu Yxkpaunsl u 2opoo Kues 6 nepuoo c
2015 no 2018 200. /[ns oyeHKU BHEUIHEIKOHOMUHLECKO20 NOMEHYUALA PeUOHO8
UCNOIL306ANIUCH NOKA3AMENU, OMPAdcarwue yposeHs ux pazeumus. B kauecmee
UHCMPYMEHMA UCCIe008aAHUSL NPUMEHSAIOMCA MAaKUe Memoobl CIMAmMUCmMu4ecKo2o
AHAU3A OAHHBIX KAK UepapxXuyecKue Memoovl KIACMepHo2o aHaiusa u memoo k-
CpeOHUX 6 nakeme CmMamucmuyecKko2o anaiuza 0anuwlx Statistica. B pesynomame
K1accuguxayuu odbracmu Yxkpaunvl pacnpedenenvi no namu 0OHOPOOHbIM Kid-
cmepam, 4mo no3601um Ha Mol OCHO8e paspabomams cucmemy ouggepenyu-
POBAHHLIX MePONPUAMULL NPUMEHUMENbHO K KAXCOOMY KIACMepy DeSUOHO8. C
8bICOKUM, CPEOHUM, HUSKUM YPOBHAMU PA36UMUS GHEUHEIKOHOMUUECKOU Oesl-
MeNbHOCU.

Kniouesvie cnosa: eHewnesKoHoMuyeckuli NOMEHYUual pecuoHos, Kidcmep-
HbLUL AHAU3, CIMAMUCIUKA, IKCROPM, UMNOPM.

Joyinouicms yHKYIOHY8AHHA 8AHMAICHUX MUMHUX KOMNIIEKCI8 8 YKpaini
8 YLIOMY, A MAKOMHC 8 OKPEMO 83MOMY Pe2iOHI 3a1exncums 6i0 Nonumy Ha MUmui
ma no2icmu4Hi nocayeu y cyo'ekmis 308HIUHbOEKOHOMIYHOI OdisibHocmi. 3 Me-
MO BUBHAYEHHS NONUMY HA NOCNY2U BAHMAICHUX MUMHUX KOMNIIEKCIE no pe2io-
Ham YKpainu 3anpononoano 3acmocy8amnHs Memooie CmamucmuiHo2o aHanizy
Oanux 0Jis1 KOMNIEKCHOI OYIHKU 308HIUHbOEKOHOMIYHO20 NOMEHYIALY Pe2iOHI8.

O6'ekmamu cnocmepedicenus Oyaiu 06aoysams Yomupu odoracmi Ykpainu ma
micmo Kuis 6 nepioo 3 2015 no 2018 poxu. Ax ¢pakmopu oyinku 308HiuHb0eK0-
HOMIYHO20 NOMEHYIANy Pe2iOHI8 BUKOPUCMOBYBANUC NOKA3ZHUKU, WO 8i000pa-
JAHCAIOMB PIBEHb IX PO3GUMKY. PE2iOHANIbHI 00Cs2U 308HIUHbOT MOP2I6i Mosapa-
MU;eKcnopm i iMnopm mosapie cyo'ekmamu 20Cno0apio8anHs 3a KibKicmio Haul-
MAHUX NPayieHUKi6 y po3pi3i pecionis, KilbKicmb aKmMUHUX NIONPUEMCME 3d pe-
2ionamu Ykpainu ma euoamu eKOHOMIYHOI OISLIbHOCMI, MPAHCNOPM, CKAAOCHKe
20Cno0apcmeo, Nnowmosa ma Kyp '€pcoKa OIsIbHICb, 8ANI08Ull  Pe2iOHAIbHULL
npPOOYKm, KilbKicmb cy0 €Kmi@ 20Cno0apro8ants, KilbKiCMb 3aUHAMUX Npayis-
HUKI8 Ha cy0 €Kmax 20Cno0apro8ants, pecioHalbHa CmpyKmypa obopomy po3o-
PpibHOI mopeisni; Kanimanvui iHeeCMuUYii 3a pecioHamu, PecioOHaAIbHA CMPYKMypa
PO30pibHO20 MoBapoobopomy NiONpUEMCcmae po30pioHoi mopeieni; obcsae peali-
308aHOI NPOMUCTI080] NPOOYKYIL.

Tlopso 3i cmandapmuzayiero GUXIOHUX OAHUX, KONCHOMY aKmopy npuceo-
€HO NesHUll KoegiyicHm 8axdciugocmi, AKUull 8i000paAdscae 3HAYUMICMb 8I0N0BI0-
HO20 NOKA3HUKA. 3aCcmoco8yemvCs 080emanta Memooon02is KiacmepHo20 auai-
3y nonepeons ioenmuixayis kiacmepis pe2ionie Yxkpainu 3a 0onomozoio iepap-
XiUHUX aneopummis (no6y0oeu 0eHopocpam) 3 HACMYNHUM YMOYHEHHAM Kiacme-
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pis 3a 0onomozow imepayitnoi npoyedypu po3oumms memooom k- cepeouix
nakemi cmamucmuyHo2o ananizy oanux Statistica.

B pezynomami knacugixayii oonacmi Yxpainu po3nodineni no n'smu ooHo-
PIOHUM KIacmepam, wo 003801UMb HA Yilli OCHOBI po3pobumu cucmemy oughepe-
HYILIOBAHUX 3AX00i8 CMOCOBHO KOJICHO20 KIACMeEPY Pe2ioHi8: 3 GUCOKUM, cepeo-
HIM, HU3LKUM DIBHAMU PO3BUMKY 308HIUHbOECKOHOMIYHOIL OistnibHocmi. 3acmocy-
8aHMA OUCNEPCIUHO20 aHANi3y 00380JIUNO BUOLTUMU YUHHUKU, KOMPI CYMMEBO
enaugarOmsy Ha Kiacugixkayiro obracmeu no epynam, i pakmopu, 6niug SAKUX €
HEe3HAYHUM.

Knwuosi cnosa: 306HiuHb0EKOHOMIUHUL NOMEHYIAN Pe2iOHI8, KIaCMepHUU
amaniz; cmamucmuka, eKcnopm, iMnopm.

Problem statement. The important components of management strategy
development for freight customs complexes in different regions of Ukraine are
the development of their foreign economic potential assessment system, forecast-
ing the volume of export and import freight flows as well as the infrastructure and
production capacity level [1, 2].

The rationale for the construction of new freight customs complexes and the
improvement of technical, technological, and organizational support in a particu-
lar region depend on the demand for their services and prospects for further pro-
duction and economic development. This determines the relevance of a compre-
hensive assessment of Ukraine's foreign economic potential.

Analysis of recent research and publications. At present, there is no clear
mechanism for the foreign economic sector comprehensive assessment. However,
attempts have been made to develop a methodology for assessing regional foreign
economic potential. Such authors as N. E. Kudratov, N.I., Askarov, and
B.A. Isakhov [3] proposed a system of indicators for a comparative evaluation of
the foreign economic situation in regions.

The theory of cluster economic management is becoming highly relevant.
The concept of the cluster is a promising tool for analyzing and assessing the re-
gional economic potential. In the clustering method, regional foreign economic
complex management concentrates on the general regulation of economic pro-
cesses taking place in the region [1].

B.N. Zhyhzhytova [4] has developed methodological approaches to manag-
ing regional economy innovative development based on the cluster approach.
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The cluster approach and classification methods are also used in the various
fields of economy, management, and engineering [5 — 7].

In the paper [5] by applying the Fuzzy-ANP-Weighted-Distance-QC
(FAWQC) method to weighted random data, the effectiveness of the method is
verified. The method is applied to the 2015 Economics-Energy-Environment (3E)
data for 19 provinces in China for a comparative study of the classification of the
system structure and evaluation of the low-carbon economy development level.

The paper [6] highlights the relevance of both quantitative and qualitative
features of applicants and proposes a new methodology based on mixed data clus-
tering techniques. The cluster analysis may prove particularly useful in the esti-
mation of credit risk. Credit applicants are characterized by mixed personal fea-
tures, a cluster analysis specific for mixed data can lead to discovering particular-
ly informative patterns, estimating the risk associated with credit granting.

Considering relations among dimensionality reduction, noise trading, and
market situations, the paper [7] empirically investigates the effect of dimensional-
ity-reduction methods — principal component analysis, stacked autoencoder, and
stacked restricted Boltzmann machine — on stock selection with cluster analysis in
different market situations.

Thus, due to the diversity and widespread use of classification methods, it is
reasonable to apply the cluster analysis in the evaluation of the foreign economic
potential of Ukraine's regions when assessing the demand for services provided
by freight customs complexes.

Aim. The article aims to comprehensively assess the foreign economic po-
tential of Ukraine's regions as well as to determine the optimal set of statistical
methods and the sequence of their application to the initial data, which would
give the best result in terms of their subsequent substantial interpretation.

Statement of basic materials. Preparation of initial data. For the compara-
tive assessment of the foreign economic situation in the regions, fifteen factors
are singled out, reflecting their development level (Table 1) [1].

The observation objects are twenty-four regions of Ukraine and the city of
Kyiv in the period from 2015 to 2018.

The analyzed data is obtained based on a harmonized system of statistical
indicators [8]. Despite the fact that it is consistent at the methodological level, it
cannot be used without prior preparation. The main problem with the use of the
factors is their presentation in different units of measurement, which may not
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match. For example, data can be presented in units or thousands of units, in US
dollars or the national currency, etc.

Table 1.

Factors reflecting regional economic development

Factor Units of measure-
identifier Factors ment
F1 Regional volumes of foreign goods trade, exports thousand dollars.
F2 Regional volumes of foreign goods trade, imports thousand dollars
Export of goods according to the number of employees broken the number O.f for-
F3 . eign economic ac-
down by regions .2 .
tivity participants
Import of goods by economic entities according to the number the number O.f for-
F4 of employees broken down by regions c1en economic ac-
ploy yreg tivity participants
F5 Export of gqods according to the number of employees broken million US dollars
down by regions
F6 Import of goods by economic ent1t.1es according to the number million US dollars
of employees broken down by regions
The number of operational enterprises in the regions of Ukraine
F7 and economic activity types, transport, warehousing, postal and total units
courier activities
. million
F8 Gross regional product UA hryvnias
F9 The number of economic entities by regions total units
F10 The. number of employees working for economic entities by thousand people
regions
. . million
F11 Regional retail turnover structure UA hryvnias
o . million
F12 Capital investment by regions UA hryvnias
. S . million
F13 Retail trade enterprises” regional retail turnover structure UA hryvnias
. . . million
F14 Sold production of industry by regions UA hryvnias
. . million
F15 Volume of products sold (work and services) by regions UA hryvnias

Therefore, it is necessary to bring them to a uniform format.

Thus, the normalization (or standardization) of the initial data is done by the
subtraction of the mean deviation and the division by the standard one. The indi-
cators obtained as a result of standardization have zero mean and unit variance.
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Along with the standardization, each factor is assigned a certain importance
or weight coefficient indicating the significance of a corresponding indicator.

The weight vector for fifteen factors has the following form:

W= (1,55; 1,55; 1,5; 1,5; 1,45; 1,45; 1,4; 1,35; 1,3; 1,25; 1,2; 1,15; 1,1;
1,05; 1,0).

The product of normalized indices by the corresponding weights allowed
identifying the distances between the points in multidimensional space, taking
into account the different weights of the factors (Figure 1).

1‘2‘3‘4‘6‘5‘7‘8‘9‘10‘11‘12‘13‘14‘15
Fi F2 F F4 F5 F F1 Fi F9 Fi0 Fit F12 Fi3 Fi4 F15
Vinnytsia region 0377712/ 0553864 -0,20356 -0.35362 -0363347 -0,61813 0533718 026564 -0,037285 029669 -0,337293 0247554 0309186 -0.2246241 -0 2565647
Volyn region 070493 024257 040252 02755024 -0650458 -0.22692 0555265 -069258 -0.778228 056122 06194 -0424208 0567728 -0.6661745 02811532
Dniprapetrovsk reaion |3,6609226/1.0459279 0.935684 (.81296834331576 0.978454 11187079 190411 18765226 1651897 17776842 10678385 16295438 3667245 090102594
Donetsk region 17620221 -0.014631 -0.84859 -0.809347 1.6483416 -0.01369 -0.208117 0470298 -0.276937 0204878 -0.320255 -0.021445 -0.293567 193916711 0.1396388
Zhyiomyr region 0790196 0550796 0.557901 -0.404648 -0.739215 -0.51526 0672577 -057106 0558982 048681 0477231 0448607 -0.437461 -0.5481517 -0 3474186
Zakarpattia region | -0.210005 0184352 0966143 -0.217654 -0.196456 -0.17246 0593092 075465 0512079 -0.6052 0568847 -0.498986 -0.521443 07355164 04092264
Zaporizhzhia region |0,8969273 -0,165968  -0.31901 -0.538694 08390706 015526 -0169332 0.091941 02183984 0102715 01857984 -0.177427 01703152 1.09375319 -0,0633202
vano-Frankivsk region | -0 7353160486168 -0,04881 (0192963 -0.687877 -0.45481 -0,661085 -053163 0581161 055971  -0,3789 0330939 0347325 -0.3980912 -0367082
Kyiv region 0,07499070,6239778| 0497475 0,3956323 0.0701500 0.583719 0.7054818 0407476 06035126 0348814 06469333 07415185 05030222 0.13304515 02061125
Kirovohrad region | 0863071 -0,633559 098074 -0.990421 -0.807392 059268 -0.719502 063305 -0931795 -0,64564 -0.686413 0461696 -0.629211 -0.6678596 -0.3661276
Luhansk region 0978072 0586076 -1.40471 1142883 -0914971 -0.54826 0878951 -085207 -1.364753 071367  -1.008555 -0597349 -1.007000 -0.6392273 04387248
Lviv region -01111570,1389306| 0.860029. 2.003608 -0.103978 0.129969 0.228572 0262717 10378585 0453686  0,67505 02083485 06187959 -0,0388882 -0.0376308
01256449 0421027 086333 -0.909162 01175303 -0.39387 0216267 -0.48918 0492587 051153 -0.469944 0327185 -0.430782 -0.3916794 02870743
Odesa region 00265205 -0,166114/ 0,339288 0,3705186 0,0248168 0,154 2,7524593 0284698 123994573 034076 1,147155 00714699 10515588 -0.3520976 0,03776962
Poltava region 00166838 -0.273467 078031 -0.695935 00176608 -025562 -0,346976 0270835 0322567 -0.08387  -0.312 -0.09225¢  -0.266 079308177 -0,0924612
Rivne reqion 0913416 0600645 -061328 015511 -0854486  -0.5619 -0624694 -069111 -0.885615 062571 06491 -0.494004 0595008 -04774392 -0.4043458
Sumy region 0710163 0492174 060935 -0.743283 0664351 046042 080186 060356 -0.843925 054196 0634635 0470516 0581749 04953318 0 3613639
Termopil region 0926477 -0.578504 099155 -0.463033 -0.866705 -0.54118 081 077952 -0904576 067835 -0.780196 -0.469195 -0.715179 -0.7578868 -0.392496
Kharkiv region 0317954 0.063869 1.122365 06786016 -0.207447 -0,08974 0.2707086 0.711105 21615552 08319 1.3913246 00481535 12753800 0.83873791 007619136
Kherson region 0993541 0628462 -1.01317 -0.983063 -0920434 058792 0473865 07084 071466 065043 -0.521429 0472838 0477977 -0.6666243 03978639
Khmelnyisk region | -0.853249 -0.562838 -0.72922 -0.488627 -0.798208 -0.52652 -0.598838 -0.55879 -0.349818 -0.48151 0534445 -0.319259 0489908 -0.5405669 -0.356479
Cherkasy region 0768001 0576838 -0.66093 -0.720400 -0.716683 -0.53963 -0.351285 -043135 0534424 043201 049577 0402413 -0454456 -0.2794678 -02599085
Chernivisi region 1077243 067211 052043 -0.583963 100774 -0.62875 -0.848785 090184 -0.764941 076033 -0.803624 0603593 0736655 -0.8423024 -0 4544584
Chernihiv region 0756678/ -0.527628 -0.60149 -0.907242 -0.707855 -0.49358 -0.561011 -0.61771 -0.876697  -0602 -067577 -0.458619 0619456 -0.639086
Kyiv city 55103864 71728239 6,312006 6 2872801 51548556 671008 5540277 5676051 44337244 5304886 45397999 51708469 4,1614832 0,99500519[4 58096455]

Fig. 1. Initial data after standardization and the weighting of factors

Cluster data analysis. There is a wide variety of methods for classifying
objects. Hierarchical methods and the k-means method are the most common and
widespread in statistical data processing packages characterized by relative sim-
plicity, the high quality of obtained results, their interpretability, and wide possi-
bilities for setting partitioning rules [9, 10].

The advantages of hierarchical cluster analysis methods include the possi-
bility of constructing dendrograms, i.e. treeclustering, in which classification
stages and the distance between classes are clear. The basis of the algorithm is a
distance matrix, which is formed based on consolidation rules and distance calcu-
lations.

One of the common hierarchical classification methods is Ward's method,
the algorithm of which consists in determining the distances between groups us-
ing variance analysis methods [9, 10].
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In k-means clustering, the number of clusters that should be produced is re-
quired as input, and the algorithm operates by iteratively assigning points to clus-
ters represented by cluster centroids, which are updated in each iteration. A clus-
ter centroid is calculated by taking the average in each dimension of all data
points included in the cluster. The algorithm is initiated by assigning k randomly
chosen points in the data set as centroids, and it iterates between two steps until
the clusters have stabilized.

The k-means method is considered to be more optimal in comparison with
Ward's method both in terms of quantitative and qualitative partition structure. In
addition, the result of partitioning with respect to the number of clusters in this
method is strictly determined, which is, on the one hand, a positive point because
it makes it possible to analyze stable and relatively homogeneous groups over
time, and, on the other hand, it presents a problem because this quantity has to be
previously determined.

Thus, in the first stage, using Statistica, the suite of analytics software prod-
ucts, a hierarchical classification was applied. Ward's method was used as a rule
for the consolidation of observations into clusters, and the Euclidean distance was
applied as the distance between observations. A graphical representation of the
hierarchical classification results in the form of a dendrogram is shown in Figure
2.

The dendrogram shows the presence of several groups of neighboring ob-
servations, which are grouped into clusters at a short distance of about 1-10 units
of the normalized scale. At the same time, there is also a single observation (the
city of Kyiv), which is combined with the entire main group at a distance of 38
units and the values of which dramatically differ from the given consolidation. At
the same time, the inclusion of the given observation in any cluster will seriously
shift its center, leading to the classification distortion.

To determine the optimal number of clusters that the regions should be di-
vided into, a horizontal line was drawn at a distance of 8 units of the normalized
scale. Based on the classification results, five clusters are singled out.

Based on the fact that the sample consists of five clusters, the classification
of observation by the k-means method was performed. Observations that maxim-
ize the initial distances between clusters were chosen as the cluster centroids.
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Fig. 2. Graphical representation of the hierarchical classification

As a result of classification by the k-medium method, Ukraine's regions are
distributed by clusters as follows (table 2):

Table 2.
Cluster distribution

Cluster Number. of Regions
observations
Kyiv region, Lviv region, Odesa region, Kharkiv region,
Cluster 1 6 L2 . )
Zaporizhia region, Donetsk region
Cluster 2 1 Kyiv city
Vinnytsia region, Volyn region, Zhytomyr region,
Cluster 3 7 Transcarpathian region, Ivano-Frankivsk region, Myko-
laiv region, Poltava region
Kirovohrad region, Rivne region, Sumy region, Ter-
Cluster 4 10 nopil region, Kherson region, Khmelnytskyi region,
Cherkasy region, Chernivtsi region, Chernihiv region,
Luhansk region
Cluster 5 1 Dnipropetrovsk region
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Figure 3 presents
tween clusters.

Euclidean distances and squared Euclidean distances be-

Euclidean Distances between Clusters (KL_W .sta)
Distances below diagonal
Cluster |Squared distances above diagonal
Mumber | No.1 | MNo. 2 | No.3 | No4 | No &
Mo.1  [0.000000] 25 29766 0,64675 1,19065 2 TAG6A0
Mo. 2 [5,029678 0,00000 32,65159 36,02443 16,06244
Mo.3 [0,804205 571416 0,00000 011099 5565716
No. 4 1,091170 6,00204 0,33315 0.00000) 7,00161
Mo & 1,660269 4 00780 235736 2 64606 0.00000

Fig. 3. Euclidean distances and squared Euclidean distances

The Euclidean distance (values below the diagonal) is the distance between
the sets of variables (F1 — F15) for each cluster of regions and it is equivalent to
the distance between the clusters according to the selected indicators. The smaller
the distance between objects, the more similar they are. Clusters are at greater
distances from each other when Euclidean distances are greater than unity. The
squared Euclidean distance (values above the diagonal) is used to give more
weight to more distant objects.

The greatest distance is between clusters four and two, three and two, that
is, they are the least similar. Clusters four and three ,three and one are almost
equidistant from each other since Euclidean distances are less than unity.

The average values for each cluster are presented in a linear graph (Fig. 4).
2] T

sl

o & oo o Qe O R
o I s e e  h w!
21 —o— Cluster 1
- Cluster 2
30 ¢ Cluster 3
—# - Cluster 4
-4 — - Cluster 5
F2 F4 F6 F8 F10 F12 F14

Fig. 4. Linear graph of clusters
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The linear graph clearly shows 5 clusters. The average values differ from
each other. This indicates a qualitative clustering. As the graph shows, the dis-
tance between the average characteristics of the clusters is large, and the total dis-
tance between the cluster centroids is significant, which indicates successful clus-
tering.

Figure 5 shows the results of the variance analysis of factors by clusters.

Analysis of Variance (KL_W sta)

Between | df | Within | df F signif.
Variable S5 85 p
F1 [ 563570550 4 4089447 20 654985 0,000000
F2 5704755 4 0,612454 20 4657285 0,000000
F3 4785967 4 6140327 20 38,9716 0,000000
F4 46,78033 4 7,219666 20 32,3978 0,000000
F& 46.88121 4 3578786 20 6549838 0,000000
Fh 4992402 4 0,535977 20 465.7289 0.000000
F7 40.45891 4 6,581088 20 30,7388 0,000000
Fg 42 61187 4 1,128134 20 188,8599 0,000000
F9 3580559 4 4754412 20 37,6551 0.000000
F10 36,87563 4 0,624367 20 2953043 0.000000
F11 32,24688 4 2313124 20 69,7042 0.000000
F12 31,06556 4 0,684437 20 226,8694 0,000000
F13 27,09633 4 1943667 20 69,7041 0,000000
F14 2101853 4 5441470 20 19,3133 0,000001
F1& 23.85569 4 0144314 20 826.5212 0.000000

Fig. 5. Variance analysis of factors by clusters

The table shows the values of the between-group (Between SS) and within-
group (WithinSS) variances of indicators. The smaller the value of the within-
group variance and the greater the value of the between-group variance, the better
the factor characterizes the cluster membership of objects and the "better"
clustering is. For all parameters, the between-group variance is greater than 21,
and the within-group variance is less than 6.58.

The cluster membership of objects is best characterized by the following
factors: F2 — regional volume of foreign goods trade, import; F6 — import of
goods by economic entities according to the number of employees broken down
by regions, F10 — the number of employees working for economic entities by
regions, and F12- capital investment by regions since they correspond to the larg-
est difference between intergroup and intragroup variances. Indicator F14 — sold
production of industry by regions characterizes the cluster membership to the
least extent (it corresponds to the smallest difference of variances).

Factors with the values of p> 0.05 can be excluded from the clustering
procedure, since for these indicators there is no significant difference in the
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average values of clusters, that is, the factor is not informative when conducting
the cluster analysis. In our case, for any indicator p <0.05, which means that we
will not exclude any of the factors under consideration. Parameters F and p also
characterize the influence of the factor on the division of objects into groups.

Better clustering is achieved with the higher values of the first parameter
and lower values of the second one. The table shows that the best indicators
specified above correspond to the maximum difference between F and p for
factors F15, F2, F6, which significantly affect the classification of regions into
groups, and the factor with minor influence on the clustering process is F14.

Conclusions. As a result of the analysis of the factors underlying the divi-
sion of data into clusters based on the k-means method and the hierarchical meth-
od, it was determined that the best result is achieved by a combination of these
methods, when at the first stage, the number of clusters is determined with the
help of the analysis of hierarchical algorithm visualization (building dendro-
grams), based on which k-means partitioning is performed.

The cluster analysis results made it possible to single out five clusters and
classify observations according to these clusters. The obtained clusters are homo-
geneous in composition and can be interpreted: the second cluster, which includes
the city of Kyiv, and the fifth cluster corresponding to the Dnipropetrovsk region,
can be described as clusters with a high level of foreign economic activity devel-
opment. The first cluster, consisting of 6 observations, includes the following re-
gions with an average level of foreign economic activity development: Kyiv re-
gion, Lviv region, Odesa region, Kharkiv region, Zaporizhia region, and Donetsk
region. The remaining regions belong to clusters 3 and 4 and are characterized by
low foreign economic activity development levels.

The clustering of regions will help to systematize them according to the
main problems associated with the development of foreign economic relations,
and on this basis to develop a system of differentiated measures for each cluster
of regions — with high, average, and low levels of foreign economic activity de-
velopment.
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