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Abstract. The article considers various aspects of effective data processing,
outlines the stages involved and features of each stage. Problems arising during data
processing and effective means of their modeling and forecasting are analyzed.

The use of several packages NumPy, Pandas, Matplotlib, SciPy, Statsmodels,
Scikit-learn is considered. An example of how Python can be used for customs-
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related tasks is given, taking into account the country’s economic security indicators.
The authors built a series of regression models to analyze the contribution of customs
revenues from import and export duties to the state budget of Ukraine. A calculation
program has been developed using the above packages. At the same time, the Python
programming language was used, using NumPy, Statsmodels, Matplotlib and Xlrd
libraries. Preliminary data preparation was carried out in Excel. The obtained results
are analyzed. The article demonstrates the possibility of software data processing.
Complete statistics could not be obtained from the official website to enable analysis
of large sets of similar data. However, problems encountered when modeling based
on the aggregated data provided will be reproduced similarly. In addition, the lists
contain a warning that more data should be available for an accurate calculation. If
the volume of data is insufficient, it is necessary to use adjusted estimates, which is
also known from the theory of mathematical statistics. The possibility of using the
results of modeling financial and economic indicators for making management
decisions is indicated. It is possible to build various single-factor and multi-factor:
linear and non-linear models, and thus get a complete picture of what processes are
taking place in the industry, in particular, at customs, and identify positive and
negative phenomena. Based on the results of modeling, it is possible to obtain a
scientifically based forecast and make appropriate management decisions.

Keywords: Python, modeling, forecasting, data processing, regression model.

Yynisiko Tersina AHaToJiiiBHA KaHAUAAT TEXHIYHUX HAYK, JOIICHT, IOLICHT,
VYHiBepcUTeT MUTHOI cripaBu Ta (iHaHCIB, Byd. Bonogumupa BepHaacwkoro, 2/4,
M. {ainpo, 49000, Ten.:(096) 779-84-48, https://orcid.org/0000-0002-3469-3154

YabsinoBebka IOuaisi BikTopiBHa kaHaumar TEXHIYHUX HaAyK, JOICHT,
noteHT (3aBimyBau kadenpu), YHIBEPCUTET MHTHOI crHpaBu Ta ¢iHaHCIB, 2/4,
Byn. Bomogumupa Bepuancekoro, m. uinpo, Ykpaina, 49000, https://orcid.org/
0000-0001-5945-5251

Mopmyiab Mukosga PeaopoBHY KaHIUIAT TEXHIYHUX HAyK, JOIEHT,
VYHiBepcUuTeT MUTHOI crlipaBu Ta (iHaHCIB, Byd. Bonogumupa Bepnaacwkoro, 2/4,
M. J{uinpo, 49000, ten.: (098) 487-76-86, https://orcid.org/0000-0002-8036-3236

IuToB JIMmuTpo MuxoaaioBuy KaHIU1aT EKOHOMIYHUX HAYK, TOKTOPAHT,
VYHiBepcUuTeT MUTHOI cripaBu Ta (iHaHCIB, Byd. Bonogumupa BepHaacwkoro, 2/4,
M. [Tainpo, 49000, Temn.: (099) 288-49-41, https//orcid.org/0000-0003-4306-8016

IutoB Onexcanap MukoJsaiioBu4 KaHIUAAT Pi3UKO-MaTEMAaTUYHUX HaYK,
noreHt, Bukianad, HBK-Jlineir Ne 100, . Ycnencrka, 1, M. J{Hinpo, YkpaiHa,
49000, ten.: (066) 336-29-81, https://orcid.org/0000-0002-1435-2918


https://orcid.org/0000-0001-5945-5251
https://orcid.org/0000-0001-5945-5251

HAHAYKA
VIIEXHIKA

COpil: NPase, eRCHOMIKA, e a2c2ika. //

MEXHIR AL, PUZAURG~ MOUNEMUNUAMHE HAYKL B b [] [UHH | <

Yyminko Onexcanap CepriiioBu4 aciipant, YHIBEpCUTET MUTHOI CIIPaBU
ta (QinanciB, Byjd. Bomomumupa Bepnancekoro, 2/4, M. uinpo, 49000,
ten.: (096) 779-80-98, https://orcid.org/0009-0004-4950-6771

MOJIEJIOBAHHS ITIOKA3HUKIB BE3IIEKU HAIIIOHAJIbHOI
EKOHOMIKH TA OBPOBKA JAHUX 3A JOITIOMOI'OIO PYTHON

AHoTamig. Y CcTaTTi pO3TJSAOThCS Pi3HI acleKkTh ePeKTUBHOI 00poOKu
JAHUX, OKPECIIOIOThCSA 3afisHI €Talmh Ta OCOOJHMBOCTI KOXXHOTO —€Tary.
[TpoanamnizoBaHo mpobiieMu, 110 BUHUKAIOTH MpH 00poOlli JaHuX, Ta e(eKTHBHI
3ac00M X MOJICITIOBaHHSI Ta IPOTHO3YBaHHSI.

Posrasipaerbest BuKopucTanHs Kiibkox makeTiB NumPy, Pandas, Matplotlib,
SciPy, Statsmodels, Scikit-learn. HaBeneno mnpukian toro, sk Python moxxna
BUKOPUCTOBYBAaTH JJIg 3aBJaHb, IOB’SI3aHUX 3 MUTHHUICIO, 3 YpaxyBaHHIM
MMOKAa3HUKIB EKOHOMIYHOi Oe3mneku KpaiHu. ABTOpamMu MOOYIOBaHO CEpiro
perpeciiHuX Mojenel Ijisi aHali3y BHECKY MUTHHMX HaJXOJKE€Hb BiJl BBI3HUX Ta
BUBI3HUX MHUT JO JAepxaBHOro OwxeTy YkpaiHu. Po3poOieHo po3paxyHKOBY
mporpaMy 3  BHUKOPHUCTAaHHSIM  BHILEHaBeleHUX  makeTiB. [lpu  mpomy
BUKOPUCTOBYBajach MOBa mHporpamyBaHHs Python, 3 BuKopucTaHHsM 010710TEK
NumPy, Statsmodels, Matplotlib 1 Xlrd. [TonepeaHio miAroToBKy JaHUX MPOBOAMIN
B Excel. Otpumani pe3ynbTaTu npoaHali3oBaHl. Y CTaTTI NPOAEMOHCTPOBAHO
MO>KJIMBICTh TIporpamMHoi oOpoOku aaHuXx. IIOBHI CTaTUCTUYHI JaHl HE BHAJIOCH
OTpUMAaTH 3 O(DIIIHOr0 BeO-cailTy, 00 YMOKJIMBUTU aHaji3 BEIUKUX HAOOPIB
cxoxkux gaHux. OpgHak npoOsemu, siki BUHUKIIM M1 4ac MOJICTIOBAaHHS Ha OCHOBI
HAJlaHUX arperoBaHuX JIaHWX, BIJTBOPIOBATUMYThCsA aHajoriyHo. Kpim Toro,
CIIUCKHU MICTATh MOMEPE/KEHHS MPO T€, 10 IJisi TOYHOTO PO3paxyHKy Mae OyTu
outbii  oOcar gaHux. JSkmo oOcar JgaHuxX HEJZOCTaTHIM, HeOOXI1IHO
BUKOPHCTOBYBATH CKOPUTOBaHI OIIHKH, 1110 TAKOX BIJIOMO 3 T€OPii MaTeMaTHYHOT
CTaTUCTUKU. BKa3aHO Ha MOJIHMBICTh BUKOPUCTAHHS PE3YJIBTATIB MOJICTIOBAHHS
(1HaHCOBO-CKOHOMIYHMX TOKA3HUKIB I TPUUHSITTS YHPABIIHCHKUAX PIIICHb.
MoxHa nmoOyayBaTH pi3Hi 0JHO(AKTOpHI Ta 6baraTogakTOpHI: JIHIIHI Ta HEJIHINHI
MO/IeJIl, 1 TAKUM YHNHOM OTPUMATH MOBHY KapTUHY TOT0, K1 MPOIIECH B110YBatOThCS
B Tajly3l, 30KpeMa, Ha MUTHHII, Ta BUSBUTHU MO3UTUBHI Ta HEraTUBHI SBUIIA. 3a
pe3yibTaTaMu MOJICIIIOBaHHS MOKHA OTPUMATH HayKOBO OOTPYHTOBAHHM MPOTHO3 1
NPUIHATH BIANOBIIHI YIIPABIIHCHK] PIILICHHS.

KurouoBsi cioBa: Python, monentoBaHHs, TPOrHO3yBaHHs, 00poOKa JaHUX,
perpeciiina MoJieb.

Introduction. In today’s world, companies, enterprises, and institutions
manage large volumes of data. Technologies enabling efficient handling of vast
amounts of information are becoming increasingly popular. The approach to data
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processing depends primarily on the data type, its intended use, and the enterprise’s
or institution’s capabilities in organizing data collection, systematization, and
analysis, which are often constrained. Few enterprises can invest significant
resources in developing these technologies for their specific needs. Large companies
have the resources for business analytics development, while most data processing
techniques can handle both large and small datasets, depending on the company’s
interests and needs. Companies typically work with existing databases rather than
continuously generating new data.

Key analysis techniques include cluster and factor analysis, modeling and
forecasting using econometric and optimization methods, outlier detection, artificial
intelligence, network graphs, and machine learning. Some methods have been
around for a long time, while others are more recent. When chosen correctly, various
techniques and technologies can effectively evaluate situations across different
fields and support informed management decisions. Therefore, understanding which
technique suits a specific problem, how these techniques are employed, and their
application for modeling indicators is crucial.

Various technologies for studying data utilize similar basic mathematical
tools, found in both standard data processing packages and specialized libraries and
modules in popular programming languages like Python, as well as in widely-used
software products like MS Office and the R language, which is prominent in
statistical data analysis.

In their paper, the authors reference the works of foreign researchers [1], [2],
which discuss the use of Python and specific software packages for data analysis.
Published articles [3] — [5] address issues related to the challenges of this
investigation. Numerous papers by both Ukrainian and foreign scientists have been
published, discussing access to big data, its implementation in statistics, and its
actual benefits. Despite substantial scientific achievements in general data-related
issues, there is a notable lack of research focusing on the application of tools for
effective data processing using programming languages, especially in the field of
customs.

Topicality. Recently, the Python programming language, along with
numerous dynamically updating open-source libraries, has become a highly popular
and powerful tool. It enables efficient data processing, modeling, and predicting
indicators through the interoperable capability of writing code and utilizing ready-
made solutions.

Data processing technologies depend on the type of data and the research
objectives. Nevertheless, various technological tools share common challenges-data
selection and preparation, as well as professional processing of results. Even with a
fully automated data processing system, it is crucial to correctly select, sort, and
normalize data, choose an appropriate analysis method, and, after the program
processes the data, conduct analysis, interpretation, and prediction.
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During data preparation, several issues arise due to different data formats from
various sources, limited data access because of its value, confidentiality, and strict
regulation. Data might have different units of measurement and levels of
aggregation. Enhancing data quality, understanding data interactions, and evaluating
distributions and conversions to a standardized format are impossible without
fundamental knowledge of relevant mathematical tools.

Another significant challenge is data access. Official statistical data, which
form the basis for modeling and predicting financial and economic indicators at a
national level, particularly in customs, are often limited and mostly aggregated.
Frequently, official websites or statistical collections provide data that are not
normalized or are insufficient in quantity to build adequate models. Consequently,
modeling tasks are constrained to the statistical data that are officially available.

The success of the modeling process hinges on the quality of the data and the
expertise of the analyst.

Tasks.

1. Analyze Problems in Working with Data and Application Tools

v Identify Common Challenges: discuss typical issues encountered during
data processing, such as data selection, data preparation, format inconsistencies,
access restrictions, and confidentiality concerns.

v Examine Tools and Techniques: review various tools and methodologies
for effective data processing, including cluster analysis, factor analysis, econometric
modeling, optimization methods, outlier detection, artificial intelligence, network
graphs, and machine learning.

2. Apply the Most Suitable Tools for Modeling Financial and Economic
Indicators

v’ Selection of Tools: choose the most appropriate Python libraries (e.g.,
NumPy, Pandas, Matplotlib, SciPy, Statsmodels, Scikit-learn) for the specific task
of modeling customs revenues.

v" Implementation: use these tools to create and validate models that predict
customs revenues from import and export duties.

v'Model Evaluation: assess the quality of the constructed models using
specific criteria to ensure accuracy and reliability of predictions.

v’ Specifically, it uses the example of official customs revenue data related to
export and import duties to the state budget of Ukraine.

By fulfilling these tasks, the work aims to demonstrate the practical
application of modern data processing tools and techniques in addressing real-world
financial and economic challenges, using the case study of Ukraine’s customs
revenues.

Solving problems.

1. Tools for efficient and fast data processing

For data processing, it is appropriate to use techniques that are most effective
for solving a specific type of problem.

-
e
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Basic Tools: Spreadsheets MS Excel:

¢ Accessibility and Simplicity: Excel is a convenient and accessible tool for
initial data analysis. It includes an analysis package that, despite its limitations, is
suitable for obtaining preliminary data processing results to understand the nature
of the data.

e Capabilities: in Excel, you can perform data normalization, correlation
and regression analysis, obtain point and interval estimates, and solve linear and
nonlinear optimization problems.

e Limitations: Excel is not suitable for launching production models, such
as artificial intelligence, in a software mode.

Advanced Tools: programming and Specialized Software

Programming Languages:

e Python: Python is a powerful tool for data processing due to its extensive
libraries like NumPy, Pandas, Matplotlib, SciPy, Statsmodels, and Scikit-learn.
These libraries assist in data manipulation, statistical analysis, visualization, and
machine learning.

e R: R is another popular language for statistical analysis, offering a wide
range of packages for data processing, modeling, and graphical representation.
Specialized Software:

e SPSS (Statistical Package for the Social Sciences): SPSS is a robust tool
for statistical analysis, providing capabilities for regression analysis, factor
analysis, cluster analysis, neural network modeling, and more. It also offers
excellent options for graphical data representation.

e SAS (Statistical Analysis System): SAS is known for its advanced
analytics capabilities, including multidimensional analysis, business analytics,
data management, and predictive analytics.

Stages of Data Processing

1. Data Collection:

e Sources: data can be collected from various sources such as databases,
APIs, web scraping, or manual input.

¢ Challenges: ensuring data accuracy, completeness, and relevance.

2. Data Preparation:

e Cleaning: handling missing values, outliers, and duplicate records.

¢ Transformation: normalizing data, changing data types, and aggregating
data as needed.

e Integration: combining data from different sources and ensuring
consistency.

3. Data Analysis:

e Descriptive Statistics: summarizing data to understand its basic
characteristics.
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e Inferential Statistics: making predictions or inferences about a population
based on a sample of data.
e Advanced Analysis: using methods such as regression analysis, factor
analysis, and cluster analysis to gain deeper insights.
4. Modeling and Prediction:
e Model Building: constructing models using methods like regression,
decision trees, neural networks, etc.
¢ Validation: assessing model performance using criteria such as accuracy,
precision, recall, and F1-score.
e Forecasting: using the model to predict new data and provide interval
estimates.
5. Data Visualization:
e Tools: using tools like Matplotlib, Seaborn (in Python), or ggplot2 (in R)
to create graphs and charts that visually represent the data and analysis results.
e Purpose: aiding in communicating insights and supporting decision-
making processes.
Stages in the Data Processing Workflow
1. Defining the Study’s Purpose:
e Objective Setting: establish the project’s goals, outline the research
objectives, and estimate the project’s cost.
e Project Task Preparation: develop a detailed project plan that aligns with
the research purpose.
2. Data Collection and Preparation (Intelligence Analysis):
e Data Gathering: collect data from various sources.
e Normalization: convert disparate data formats into a uniform format.
e Handling Incomplete Data: address issues like incomplete matrices and
singularities by choosing appropriate algorithms for gap filling.
e Outlier Detection and Cleaning: identify and eliminate significant
deviations (outliers) to ensure data quality, as unclean data can lead to inaccurate
models.
e Manual Effort: this stage often requires meticulous, almost “manual”
efforts, along with an intellectual approach and a clear understanding of the
study’s objectives.
3. Analysis and Data Modeling:
e Model Selection and Evaluation: choose an appropriate model and
evaluate its parameters.
¢ Understanding Data Relationships: assess how data variables relate to
each other, estimate data distributions, and identify outliers.
e Addressing Statistical Issues: check for multicollinearity, heteroskedasticity,
and autocorrelation, which may necessitate additional data transformations and
the application of specialized methods.
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e Statistical and Simple Modeling: use statistical methods to answer
questions about factor relationships, multicollinearity, variable reduction,
dependency forms, and model linearity.

e Model Training: build various models using a subset of the data, selected
randomly from the population. This involves adjusting parameters to select the
best model based on criteria such as the least squares method, decision tree
methods, or absolute deviation methods.

e [terative Process: model building is iterative, requiring repeated training
and parameter adjustment to achieve the best results.

4. Model Adequacy Check and Factor Significance:

¢ Quality Evaluation: assess the model’s quality using statistical criteria.
Compare the sum of squared residuals and select the parameter set that minimizes
this sum.

e Model Retraining: if the model quality is unsatisfactory, the model needs
to be retrained.

5. Application to Unknown Data (Predictive Modeling):

e Training Set Selection: use a “training set” from the same sample for
predictive modeling.

e Forecasting: apply the model to make predictions on new, unseen data.
Each of these stages requires specific tools and expertise to ensure efficient
and accurate data processing, leading to reliable and actionable insights.

The described approach is used for modeling and forecasting tasks in machine
learning. For instance, Python’s Scikit-learn library offers a variety of algorithms
suitable for these tasks.

Machine learning is becoming increasingly popular and promising among
data analysts (data scientists). The market for machine learning has been expanding
rapidly, with its value surpassing $1 billion in 2016 and projected to grow to $39.98
billion by 2025. Currently, 60% of companies worldwide utilize machine learning.
Machine learning can address various tasks, including modeling and
forecasting indicators based on one or more factors, as well as optimization tasks.
These tasks employ both traditional econometric analysis methods, such as single-
factor and multi-factor models based on the method of least squares, and non-
traditional methods like decision trees with numerous adjustable parameters,
offering flexibility in parameter modeling.

Neural networks are also gaining popularity in the field. In modeling, the
concept of risk is often employed, with its quantitative characteristics calculated
based on the numerical traits of discrete and continuous random variables.

Over the past decade, Python has emerged as a pivotal programming language
in data science, machine learning, and general-purpose software development in
both academic and industrial settings. Enhanced libraries for Python have made it a
strong competitor in solving data processing application challenges.
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Many modern environments still rely on a common set of legacy libraries
written in FORTRAN and C, which include implementations of algorithms for linear
algebra, optimization, integration, and more. Consequently, many companies use
Python as a “glue” language to integrate these long-established programs with new
data processing applications.

2. Python packages for working with data.

NumPy (Numerical Python) is a fundamental package for scientific
calculations in Python. It serves as the foundation for many other libraries. Key
features of NumPy include:

e Efficient creation and manipulation of multidimensional arrays.

e Functions for performing calculations on array elements and
mathematical operations involving multiple arrays.

e Methods for reading from and writing to disk data sets in array form.

e Linear algebra operations, Fourier transform and random number
generation.

e Integration with code written in C, C++, or Fortran.

NumPy significantly speeds up working with arrays, making data storage and
manipulation more efficient compared to Python’s built-in data structures. Many
Python computing tools use NumPy arrays as their underlying data structure or
integrate with NumPy.

Pandas provides data structures and functions that simplify and accelerate
working with structured data. The main Pandas objects are:

e DataFrame: a two-dimensional table with labeled rows and columns.
e Series: a one-dimensional array object with labels.

Pandas combines the high performance of NumPy’s array tools with the
flexible data manipulation capabilities of spreadsheets and relational databases (e.g.,
SQL). As data manipulation, preparation, and cleaning are crucial in data analysis,
Pandas is one of the primary tools used.

Main capabilities of Pandas include:

e Advanced indexing tools for reshaping data sets, forming slices,
performing aggregation, and selecting subsets.

e Data structures with labeled axes that support automatic or explicit data
alignment, eliminating common errors when working with unaligned data from
different sources.

e Built-in functionality for handling time series data.

e Support for both time series and other types of data within the same
structures.

¢ Arithmetic operations on objects treated as numerical data.

e Flexible handling of missing data (imputation).

e Data integration and support for connection and other relational
operations available in popular databases (e.g., SQL-based).
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These packages together form a robust toolkit for data analysis, enabling
efficient data manipulation, analysis, and visualization.

Pandas offers many features available in the R language or through additional
R packages. The name “pandas” comes from “panel data”, a term used in
econometrics for multidimensional structured datasets, and “Python data analysis”.
Pandas simplifies working with structured data through powerful data manipulation
capabilities.

Matplotlib is the most popular Python tool for creating graphs and visualizing
two-dimensional data. It is suitable for creating publication-quality graphs and
integrates well with other parts of the Python ecosystem. Although other packages
offer visualization capabilities, Matplotlib remains the most widely used.

SciPy is a collection of packages for solving various standard computing
problems. Key submodules include:

e scipy.integrate: routines for numerical integration and solving differential
equations.

e scipy.linalg: subroutines for linear algebra and matrix expansion,
complementing numpy.linalg.

e scipy.optimize: algorithms for optimizing functions (finding extrema)
and root finding.

e scipy.signal: tools for signal processing.

e scipy.sparse: algorithms for working with sparse matrices and solving
sparse linear systems.

e scipy.special: a wrapper around the SPECFUN Fortran library, implementing
many standard mathematical functions, including the gamma function.

e scipy.stats: standard continuous and discrete probability distributions,
statistical tests, and descriptive statistics.

Scikit-learn is the primary Python machine learning library, offering tools for
various models:

e classification: support vector machines, nearest neighbors, random forests,
logistic regression, etc;

e regression: lasso, ridge regression, etc;

e clustering: k-means, spectral clustering, etc;

e dimensionality reduction: principal component analysis, feature selection,
matrix factorization, etc;

e model selection: grid search, cross-validation, metrics;

e preprocessing: feature selection, normalization.

Scikit-learn focuses on forecasting and prediction, making it a core toolkit for
machine learning in Python.

Statsmodels 1s a statistical analysis package focusing on classical (frequentist)
statistics and econometrics, complementing Scikit-learn. It includes submodules for:
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e regression models: linear regression, generalized linear models, mixed-
effects models, etc.

e ANOVA (Analysis of Variance).

e time series analysis: AR, ARMA, ARIMA, VAR, and other models.

¢ non-parametric methods: kernel density or regression estimation.

e visualization of statistical modeling results.
Statsmodels emphasizes statistical inference, providing uncertainty estimates

and p-values of parameters. It works seamlessly with NumPy and Pandas. Python
also has libraries for convenient and quick data reading from various formats such
as spreadsheets, databases, CSV files, and more. These libraries facilitate efficient
data import and export, streamlining the data analysis workflow.
3. The application of Python to model customs revenues of Ukraine.

For this research, data from official statistics [6] was used. It’s important to

note that publicly available information is very limited. The consolidated data used
for this task includes the total volume of receipts from customs authorities to the
state budget of Ukraine, as well as receipts from import and export duties. This data
1s shown in Table 1.

Table 1.
Raw data for modeling receipts to the state budget of Ukraine

Income to the | Income to the
Income to the | state budget | state budget of
state budget of | of Ukraine by | Ukraine
Ukraine import duty by export duty,
Years Y, UAH X1, UAH X2, UAH
2015 5,34694E+11 1,7422E+10 | 2,4500E+08
2016 6,16219E+11 2,0004E+10 | 3,7000E+08
2017 6,98405E+11 2,2257E+10 | 6,4300E+08
2018 8,33615E+11 2,3301E+10 | 5,1600E+08
2019 8,79833E+11 2,2778E+10 | 2,3000E+08
2020 8,77603E+11 2,1538E+10 | 2,5700E+08
2021 10,84E+11 1,320E+10 1,4E+08
022 13,89E+11 1,343E+10 1,2E+08
2023 30,75E+11 1,034E+10 3,2E+08

According to the data in Table 1, to analyze the relationships between import
and export duties and the total incomes from customs authorities, we will use

econometric modeling techniques. Specifically, we will:
1. Evaluate the Presence and Closeness of Relationships
2. Determine the Form and Type of the Model

3. Estimate Regression Parameters

4. Assess Model Adequacy
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5. Evaluate Statistical Significance of Parameters

6. Check for Autocorrelation

7. Predict Values with Point and Interval Estimations

8. Construct Regression Confidence Intervals

We will use Python and the following libraries for our analysis:
e NumPy for numerical operations.

¢ Pandas for data manipulation.

e Statsmodels for statistical modeling.

e Matplotlib for data visualization.

e Xlrd for reading data from Excel files.

Step-by-Step Analysis

1. Data Collection and Preparation

e Read the data from an Excel file.

¢ Clean and normalize the data to ensure consistency.

. Exploratory Data Analysis (EDA)

e Plot the data to understand initial patterns and distributions.
. Model Selection and Training

e Use linear regression to model the relationships.

e Evaluate the models using the least squares method.

. Model Evaluation

o Assess the model’s adequacy using the Fisher test.

e Evaluate the statistical significance of the parameters using the Student’s

t-test.

5. Check for Autocorrelation: perform tests to check for the presence of
autocorrelation in residuals.

6. Prediction and Confidence Intervals: predict future values and construct
confidence intervals for the predictions.

In this section, we provide the results of the software execution in Python and
graphical visualizations to represent the constructed models. We will analyze how
the incomes to the state budget from customs authorities depend on the income from
import duties.

The analysis of the main simulation results gave the following:

1. Dependent Variable: Total customs revenue (y).

2. Independent Variable: Import duty revenue.

3. Regression Equation: the regression equation derived from the model is
shown in Fig. 1 (visual representation not included here).

4. Correlation Coefficient: 0.95, this indicates a strong positive correlation
between import duty revenue and total customs revenue.

5. Adjusted Coefficient of Determination (0.885): this means that 88.5% of
the variance in total customs revenue can be explained by the variance in import
duty revenue.
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6. F-statistic:

e Calculated F-value: 55.03
e Critical F-value: 5.98 (for the given degrees of freedom and significance
level of 0.05)
e The calculated F-value significantly exceeds the critical value,
confirming that the model is statistically adequate.
7. t-statistics:
e Slope: 7.42
e Intercept: -3.25
¢ Both t-values indicate that the corresponding parameters are statistically
significant, as they exceed the critical t-value of 2.45 with a confidence
probability of 0.975.
8. Statistical Significance:
¢ The regression parameters (slope and intercept) are statistically significant,
indicating that they contribute meaningfully to the model.
The high correlation coefficient of 0.95 suggests a strong relationship between
import duty revenue and total customs revenue. The adjusted of 0.885 indicates that
the model explains a significant portion of the variance in total customs revenue.
The F- and t-statistics both support the adequacy and significance of the model.
Therefore, this OLS model is reliable and can be used to predict total customs
revenue based on import duty revenue.
Confidence Intervals of Regression Parameters
1. Slope:
e Confidence Interval: (39.14, 77.67)
¢ This range indicates that the true value of the slope parameter, with 97.5%
confidence, lies between 39.14 and 77.67.
2. Intercept:
¢ Confidence Interval: (-8.75E+11, -1.23E+11)
¢ This range indicates that the true value of the intercept parameter, with
97.5% confidence, lies between -8.75E+11 and -1.23E+11.
Autocorrelation Check
e Durbin—Watson Statistic:
e This statistic tests for the presence of autocorrelation in the residuals of
the regression model.
e The Durbin—Watson statistic for this model indicates the absence of
autocorrelation, meaning the residuals are not correlated with each other.
Covariance Matrix: the covariance matrix of the regression parameters is
correctly specified, indicating that the estimates of the regression coefficients are
reliable.
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Model Utility for Prediction

e The model can be utilized to predict the indicator, which in this context
is the total customs revenue.

e Forecast Estimates:

¢ Both point and interval estimates for future values can be determined
using this model.

Coefficient of Elasticity

e Elasticity Coefficient: 1.69

¢ This indicates that the total customs revenue is elastic with respect to the
import duty revenue.

e An elasticity coefficient greater than 1 suggests that a 1% change in
import duty revenue leads to a more than 1% change in total customs revenue.

e The growth rate of total customs revenue is slowing down, primarily due
to changes in import duties.

The additional analysis reaffirms the robustness of the OLS model. The
confidence intervals of the regression parameters suggest that the estimates are
reliable. The absence of autocorrelation, as indicated by the Durbin—Watson statistic,
further strengthens the model’s validity. The correctly specified covariance matrix
ensures the reliability of the parameter estimates. With an elasticity coefficient of
1.69, the model indicates that customs revenue is highly responsive to changes in
import duty revenue. This model can thus be effectively used for forecasting and
policy analysis related to customs revenues.

Tnen we’ll construct and analyze the regression of customs revenues to the
export duty budget (Fig. 3). The same OLS model is applied. The dependent variable

1s y.

The corresponding listing is shown in Fig. 4.

1,4B+12

v =58,405x - 5E~+11
RZ=0,9017

Revenue to the budget from customs authorities, hryvnias

0.00E+00 5.00E+09 1.00E+10 1.50E+10 2.00E+10 2,50E+10 3.00E+10

-2E+11
Import duty, hryvnia
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Fig. 1 Regression of incomes to the budget of Ukraine from customs
authorities on import duty, constructed with a reliability of 0.95

OLS Regression Results

Dep. Variable: y R-squared: 0.962
Model: OLS Adj. R-squared: 8.885
Method: Least Squares F-statistic: 55.083
Date: Tue, 03 Aug 2021 Prob (F-statistic): 0.000309
Time: 22:34:43 Log-Likelihood: 21597
No. Observations: 8 AIC: 427.9
Df Residuals: ) BIC: 428.1
Df Model: 1
Covariance Type: nonrobust

coef std err % P>|t] [6.825 8.9751]
x1 58. 4053 7.873 7.418 0.660 39.141 77.678
const -4.991e+11 1.54e+11 -3.245 0.018 -8.75e+11 -1.23e+11
Omnibus: 1.280 Durbin-Watson: 1.337
Prob(Omnibus): 8.527 Jarque-Bera (JB): 8.653
Skew: 8.145 Prob(JB): 6.722
Kurtosis: 1.631 Cond. No. 9.46e+10
Warnings:

[1] Standard Errors assume that the covariance matrix of the errors is correctly specified
[2] The condition number is large, 9.46e+10@. This might indicate that there are
strong multicollinearity or other numerical problems.
Correlation
[Ta. 8.9496]
A 9494 1 11
Factor value for a given indicator forecast - [[2.56681055e+10]

[2.85201172e+10]]

Process finished with exit code @

Fig. 2 List of execution of the program (model of dependence of customs
revenue to the budget on the import duty)
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Fig. 3 Regression of incomes to the Ukraine’s budget from customs
authorities on export duty, confidence interval of the forecast and regression, with a
reliability of 0.95

Dep. Variable: y R-squared: 0.121
Model: oLS Adj. R-squared: -0.025
Method: Least Squares F-statistic: 0.8276
Date: Tue, 03 Aug 2021 Prob (F-statistic): 0.398
Time: 22:29:22 Log-Likelihood: -220.73
No. Observations: 8 AIC: 445.5
Df Residuals: 6 BIC: 445.6
Df Model: 1

Covariance Type: nonrobust

coef std err t P>|t] [@.825 975]

566.7962 623.032 0.910 0.398 -957.768 2091.300

4.267e+11 2.3e+11 1.856 ®.113 -1.36e+11 9.8%e+11

Omnibus: 0.138 Durbin-Watson: 0.410
Prob(Omnibus): 0.933 Jarque-Bera (JB): 0.213
Skew: -0.204 Prob(JB): 0.899
Kurtosis: 2.313 Cond. No. 8.%94e+08

Warnings:
[1] Standard Errors assume that the covariance matrix of the errors 1s correctly specified
[2] The condition number is large, 8.94e+@8. This might indicate that there are
strong multicollinearity or other numerical problems.
Correlation
LLL. w.5482]
[0.3482 1. 1]
Factor value for a given indicator forecast : [[4.44254957e+08]
L4.Y561661Ye+U8] |

Process finished with exit code @

Fig. 4 List of program implementation (model of dependence of customs
incomes to the budget on export duty)

The correlation coefficient is 0.348. This measures the strength and direction
of the linear relationship between two variables. The coefficient of determination of
0.1212 means that approximately 12.12% of the variability in the indicator
(dependent variable) can be explained by the factor (independent variable). This is
quite low, suggesting that the model does not explain much of the variability in the
indicator.
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The F-statistics indicates 1s 0.83, the calculated F-value of 0.83 1s much lower
than the critical value of 5.98 at the 0.05 significance level. Calculated t-statistic
values are 0.91 for the slope and 1.86 for the regression intercept. This tests if the
slope of the regression line is significantly different from zero. The critical value of
the t-statistic 1s 2.45 for the given degrees of freedom and significance level (0.05).

The elasticity coefficient based on average indicators for the last four years is
0.34, increasing to 0.5, indicating that the indicator is inelastic to the factor, and the
growth rate of budget revenues from customs receipts is accelerating due to export duties.

A very wide confidence interval is due to a large deviation of the original data,
and accordingly, a wide confidence interval of the forecast has no practical meaning.
The Durbin-Watson statistic indicates no autocorrelation in the model. The
covariance matrix is specified correctly.

The model obviously cannot be recommended for use in predicting the
indicator.

Therefore, for both models:

1) the method of least squares was used, which gives the best approximation
of the initial data with the smallest sum of squared errors;

2) estimates obtained by the Gauss-Markov theorem are efficient and
unbiased;

3) the calculation was carried out using the author’s Python program, using
NumPy, Statsmodels, Matplotlib and Xlrd libraries.

Preliminary data preparation was carried out in Excel.

The article demonstrates the possibility of software-based data processing.
Complete statistical data could not be obtained from the official website to enable
analysis on large datasets of similar data. However, the problems encountered during
modeling based on the provided aggregated data would similarly reproduce.
Additionally, the listings include a warning that the amount of data required for
accurate calculation must be larger. If the data volume is insufficient, adjusted
estimates must be used, which is also known from the theory of mathematical
statistics.

It can be noted that with a small amount of data, the statistical analysis
provided by Excel could be used, and it would be the most effective solution.
However, the purpose of the current work was to apply Python’s capabilities for
modeling. The same program would provide efficient calculations for large datasets,
which is not a problem when programming directly. It can also be noted that data
can be stored in databases, and Python has appropriate tools for working with such
data. Therefore, we have relevant economic conclusions, which reveal significant
issues in revenues from customs authorities and, in particular, from export duties.

It is possible to construct various single-factor and multi-factor linear and
nonlinear models to obtain a complete picture of the processes occurring in the
industry, particularly in customs, and to identify positive and negative phenomena.
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Based on the modeling results, a scientifically grounded forecast can be obtained,
and appropriate managerial decisions can be made.

Conclusions.

1. The problems arising in data processing and effective means of data
modeling and forecasting have been analyzed.

2. Models analyzing customs revenues to the state budget of Ukraine from
import and export duties have been constructed. The Python programming language
and packages suitable for the tasks were used.

3. The possibility of using the results of financial and economic indicators
modeling for making managerial decisions has been indicated.
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